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Masked language modeling (MLM) is a key pre-training objec:ve in text transformers.

The difference in the cross-modal seBng, is that the model takes into account both the 
textual context and the image 👓.

We find the current MLM objec:ve sub-op:mal for vision and language, as it does not 
make efficient use of training data 🕵. 

Focusing on stop-words is leading to under-u:liza:on of the image 🖼.

We suggest alterna:ve masking strategies, specific to the cross-modal seBngs, 
addressing these shortcomings 📈.

Our method masks words that require the image in order to be predicted.
Our pre-train masking strategy consistently improves over the baseline strategy in two 
evalua:on setups.

Experiments Overview
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Downstream tasks
Our alternative masking strategies consistently outperform the baseline MLM 
strategy, especially in low resource settings

Prompt based object detection
Our alterna;ve models are more responsive to the image contents

Analysis
Hierarchy of Masked Semantic Classes

MLM Performance across Word Classes

Which kind of tokens will make the 

model to actively rely on the image?

Does a model trained with Objects strategy 

learn to complete words from other classes? 
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