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Models often exploit data artifacts to achieve good test scores.

Contrast sets quantify this phenomenon. Used as a more accurate 
evaluation the for models true capabilities 🔍. 

In many cases, contrast sets have been built manually, requiring 
extensive human effort and expertise 🕵. 

We propose a method for automatic construction of large contrast 
sets for the Visual Question Answering task, by leveraging scene-
graphs input representations. 

We demonstrate the effectiveness of our method on the GQA dataset.

Starting from (𝑖𝑚𝑎𝑔𝑒, 𝑠𝑐𝑒𝑛𝑒 𝑔𝑟𝑎𝑝ℎ, 𝑄, 𝐴) we generate a set of 
variants {(𝑖𝑚𝑎𝑔𝑒, 𝑠𝑐𝑒𝑛𝑒 𝑔𝑟𝑎𝑝ℎ, 𝑄!’, 𝐴!’)} s.t 𝑄!’ is a minimal change of 
𝑄, and 𝐴 ≠ 𝐴!’.
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Identifying Recurring Patterns in GQA

Illustrating the perturbation process

Main Findings
Models struggle with our contrast sets

Training on perturbed set leads to more robust models

Consistency drops as the number of augmentations grow

Since our method is automatic, we can augment 

the training set as well

We verify perturbation correctness with human 

annotations (Mechanical Turk)


